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Motivation

● The cost of training large-scale machine learning models is doubling every nine 

months.

Source: Cottier & Rahman (2024), Epoch AI [1]
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Motivation

● High-stakes domains, such as healthcare, finance and government, require fine-tuning 

ML models using private data for domain-specific tasks.

Private Dataset

Untrained Model Architecture

Domain Expert Fine-tuning

Fine-tuned Model

Healthcare Vendor

Finance Industry

Government

……
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Motivation

● Security Threats: recent research demonstrates that adversaries can extract model 

information by exploiting vulnerabilities in untrusted system components: 

○ DeepSteal [2]: Extracts DNN model parameters by exploiting memory access 

patterns through hardware performance counters and cache side-channels.

○ Hermes Attack [3]: Steals neural network architectures and weights by analyzing 

electromagnetic emanations from GPU memory accesses during inference.

○ Cache Telepathy [4]: Infers DNN model structures and parameters by monitoring 

cache access patterns across different processes on shared hardware.

○ DeepSniffer [5]: Reconstructs CNN architectures by analyzing memory access 

traces and timing information during model execution.
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Threat Model

● Powerful adversaries can access the untrusted execution environment, including the 

operating system (OS) and GPU.

● Deployed DNN models are assumed to return only class labels, not confidence scores, 

to both authorized users and adversaries.

PCIe Bus

Untrusted Execuation Environment 

in CPU

GPU

DRAM
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Attack Methods

● Model-stealing attack

○ The adversary queries the victim model with a limited inputs to collect outputs 

and builds a transfer dataset. This dataset is then used to train a surrogate model 

that mimics the victim's behavior.

● Fine-tuning attack

○ The adversary gains access to at most 10% of the original training data. Using 

this limited dataset, they fine-tune a partially known model (e.g., with stolen 

weights or architecture) to recover its functionality or improve performance.
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Overview

How Can We Protect ML Model Privacy Against Model Stealing Attacks?
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Overview

Secure Model Deployment
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Overview

● We introduces a reinforcement learning-based neural architecture search method that 

injects small, lightweight obfuscation layers with corresponding "keys" that determine 

the correct execution path.



Area below the line reserved 

to accommodate live closed 

captioning during presentations.

Area below the line reserved 

to accommodate live closed 

captioning during presentations.
Copyright © 2025 Arizona Board of Regents

Overview
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Overview

● Mask and Unmask operation using one-time pad (OTP) encryption following Slalom [6]:

○ Mask non-linear layers‘ sensitive data with random values in TEE before GPU 

computation, then unmasks results to recover original outputs in TEE after GPU 

computation while maintaining confidentiality throughout the process.
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Overview

Deploy Obfuscated Model in Heterogeneous TEE and GPU System

● With Authorized Key (Authorized Users): MUX operations in TEE use keys to recover 

real computation paths, ensuring correct model predictions for authorized users.

● Without Key (Adversaries): Obfuscated layers in untrusted GPU generate false

predictions, deliberately misleading adversaries with degraded accuracy.
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Method

● Layer Sensitivity Analysis

● Obfuscated Architecture Transformation

● Obfuscation Layer Training



Area below the line reserved 

to accommodate live closed 

captioning during presentations.

Area below the line reserved 

to accommodate live closed 

captioning during presentations.
Copyright © 2025 Arizona Board of Regents

Layer Sensitivity Analysis

● Identify which layers are most vulnerable to 

attacks

○ Test individual layers: Add one 

obfuscation layer after each original layer 

to create N separate test models

○ Measure defense effectiveness: Train 

each test model and evaluate how well it 

resists fine-tuning attacks

○ Select Top-K most sensitive layers: Rank 

layers by attack resistance (1/accuracy) 

and choose only the Top-K most 

sensitive layers VGG-16 Layer Sensitivity Analysis Example

Baseline Accuracy

Less sensitive layer

Sensitive layers
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Obfuscated Architecture Transformation

● Reinforcement learning-based search to select 

optimal obfuscation layer positions and types from 

a predefined candidate pool

● Achieves optimal trade-off between maximizing

model privacy protection and minimizing

computational and system overhead

● Reward Function

where:

Δ𝑆: Change in obfuscation effectiveness score

Δ𝐿: Change in system latency or overhead

α, β: Trade-off weights for balancing security vs. 

performance

𝑅 = −(−α · Δ𝑆 + β · Δ𝐿)

Search space of obfuscation block
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Obfuscation Layer Training

● Freeze original model weights: Keep all victim model parameters unchanged to 

preserve core functionality for authorized users

● Train obfuscation layers to maximize loss: Optimize only the newly added obfuscation 

layers using cross-entropy loss maximization to deliberately degrade model 

performance

● Generate misleading outputs for adversaries: Create a model that provides incorrect 

predictions to unauthorized users while maintaining original performance for authorized 

user

𝑚𝑎𝑥ℒ 𝜃 = −෍

𝑖=1

𝑁

𝑦𝑖 log ෝ𝑦𝑖 + 1 − 𝑦𝑖 log(1 − ෝ𝑦𝑖)
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Experiments Setup

● Model: AlexNet, ResNet-18 and VGG-16

● Dataset: CIFAR-10, CIFAR-100 and STL-10

● Hardware

○ Searching and Training

■ An NVIDIA A6000 GPU

○ Inference & System Evaluation

■ SGX1 Platform: Intel Core i7-9700K + NVIDIA GTX 1080Ti

■ SGX2 Platform: Intel Xeon Gold 6342 + NVIDIA A40
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Obfuscation Effectiveness

● Phantom reduces unauthorized model accuracy to near-random performance levels 

(e.g., ~10% on CIFAR-10/STL-10, ~1% on CIFAR-100) while maintaining full accuracy 

for authorized users.

Accuracy with a key Accuracy without a key
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Fine-Tuning Attack

● Phantom consistently reduces fine-tuning attack success to near-random levels (8.49%-

12.05% average) while competing methods fail with success rates above 51.32% 

baseline, demonstrating superior defense effectiveness.
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Fine-Tuning Attack

● The fine-tuning attack evaluation tested defense effectiveness across eight different 

learning rates using 150 training epochs with SGD optimizer and CosineAnnealingLR

scheduler.

● Phantom demonstrates consistent defense success across all tested learning rates.

Baseline Accuracy Baseline Accuracy

Defense Fail

Defense Success

Defense Fail

Defense Success
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Model Stealing Attack

● Phantom significantly reduces model stealing success rates, with surrogate models 

achieving only random baseline performance (≈10% for CIFAR-10/STL-10, ≈1% for 

CIFAR-100).

● Top-3 layer obfuscation achieves nearly equivalent defense effectiveness as full-layer 

obfuscation while reducing computational overhead.
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System Overhead

● Phantom's Top-3 obfuscation strategy achieves the best runtime performance among 

all evaluated defense mechanisms.

● SGX 2.0 shifts the performance bottleneck from TEE computation (as in SGX 1.0) to 

data transfer overhead between TEE and GPU, accounting for 50-60% of total 

execution time.
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Conclusion

● We introduces a reinforcement learning-based neural architecture search method that 

injects small, lightweight obfuscation layers with corresponding "keys" that determine 

the correct execution path, achieving an optimal balance between obfuscation 

effectiveness and inference overhead on both SGX1 and SGX2 platforms.

● SGX2 shifts the performance bottleneck from TEE computation (as observed in SGX1) 

to data transfer overhead between the TEE and GPU.
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Thanks & Questions?

This work is supported in part by the National Science Foundation under Grant 

No.2452657, No.2503906, No. 2019536 and No.2505209.
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